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Overview

+ The OP€'* EU project
+ Introduction to push systems

— Main concepts

— Push systems vs. other DS paradigms
+ Minstrel in detail

— Architecture

— Hybrid broadcasting

— Implementation
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The OP€"™* Project

+ Open Personalized Electronic Information
Commerce System

+ Funded by the _ European Union in the
@® Information Society Technologies Program
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Or€lix - The Goal

+ Enable enterprises to produce, sell, deliver,
and manage highly personalized contents and
services over the Internet

— Describe information offers and requests (BOL)

— Find matches between offers and requests (+ profiles)
— Timely delivery (push system)

— Flexible and secure (micro-/macro-) payments

— Authentication, non-repudiation, copyright

— Mediation (super-distribution) and brokering

— Flexible business models
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The OP€"™ Architecture

Communication Infrastructure

User Profiles
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Meanwhile on the Internet

+ Unskilled users: Internet = WWW + Email

+ Quality of information found/retrieved
proportional to knowledge/skills

+ On-demand, user-initiated interaction
+ Information passively waits for users
+ Portals + E-Shops

=
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A push towards the Future

==

Receive Push

Infrastructure
=T

+ Users
— select among information channels
— subscribe to some channels

+ Pull = push
+ New interaction pattern: push/pull mix

Consumer

m Producer
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Communication Models

Client-Server

Peer-to-Peer

Session-based

Web-based

Event-based Push-based

Coupling

tight loose

very loose medium

Number of
Clients

moderate (1000) | high (1,000,000)

many (100,000) | many (100,000)

Number of
Servers

few (10)

many (100,000)

many (100,000)

few (100)
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Coupling vs. Scalability

Coupling
>

session-based

push-based

= event-based

web-based

»

Scalability
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Push Systems vs. Event-based Systems

Push Systems Event-based Systems

Purpose timely data distribution event notification
Participant roles asymmetric symmetric

policy |simple (channel) i language
Subscription policy simple (channel) P language
Frequency of events | low to medium high
Number of events low to medium high
Payload size large small

P/C interconnection

static channels & static producers

dynamic binding to producers

Event grouping

channel

event patterns

Filtering

reduce data transmission req.

reduce number of events
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A sample Scenario: News Agency

nformation Sources 1) a E@E o
N\

News Agency
(Broadcaster)

Channels

« Authenticity & integrity
« Optional payment

« Optional security

Receivers

Customers
(Subscribers)
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Some more sample Applications

+ Intra-company employee information

system

+ + + + +
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Electronic maintenance manual
Stock ticker system
News agency information system
Software distribution
Electronic classroom

The Minstrel Push System
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Push System Component Model
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Minstrel's Challenges

+ Actively disseminate information to a
large number of users
Active push distribution
Scalability (users, network bandwidth)
« Off-line receivers
« Distribution algorithm (network/server load)
« Caching Infrastructure
 Publication of available Channels
— Authenticity and integrity of information
Payment methods and business models
Static and executable content (security )
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Minstrel Architecture

E-Commerce (Payment)
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Broadcasting Strategies

+ Multicast
— limited access
+ Client pull
— scales well
— frequency vs. coherence
+ Server push
— directory of subscribers
— scalability?
+ Hybrid approaches
— push/pull mix
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Minstrel Hybrid Broadcasting (1)

Componenggs
(Cache)

Broadcastg .

ontent
—+ Samples
----- » Shipment Req.
— Shipment
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Minstrel Hybrid Broadcasting (2)

Broadcastg .

ontent
—+ Samples
----- » Shipment Req.
Shipment
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What's in a Sample? What's in a Shipment?

AgeNnt  bsvacy Productinfo AGeNt  apsvacy uctin
aid: 1d; pid: Id; aid: Id; id: I
version: int; name: String; version: int; ame: Strin
expires: Date; version: int; expires: Date; rsion
mimeTypes: Stringfl; mimeType: String; mimeTypes: Stringfl; imeType: String;
codebaseURL: Url; size: int; codebaseURL: Url; in
expires: Date; 0 pires: [

init) start
start() T offer id (oid) tor !
stop() P
uniquely idenfies destroy
destroy . the offer related o |\ | gerstate()
getstate) this shipment | v
Offer
0.1 \ 0.1
oid: 1d; timestamp: Dat
. timestamp: Date; \ . dor

vendorld: d; \ hanneld: 1
cargo Sample channelld: Id; Cargo Shipment o
validFrom: Date; cid:1d; idTo: Da
cid:1d; sid: 10; 1 AT 4
mimeType: String; | 0.1 * ] subject: String: . 1 VaidTo: Date; mimeType: String; subject: Sting; | Offerld J——>{ description: Su
description: String; packing: String; Jantity: int
packing: String; timestamp: Date; e [ et offerld: 1d; y:in
; " timests Date F
e S priofly: Int price: double; contentURL: Url; imestamp: Date: \
: currency: String: payment
paymentUr: Url; receipt dor

receiptRegistrationUrl: Url;
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Delay: Minstrel vs. Serial Distribution of Delays
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Broadcasting: Key Technologies Protocol Stack

+ XML messages over HTTP
— Off-the-shelf web server

— Java servlets (light-weight servlet engine for Receiver Broadcaster
clients)
— Off-the-shelf XML Parser

+ Intelligent message scheduling

+ Persistent Document Object Model
(PDOM) database (XML documents)

(Server) | (Client)

HTTP HTTP

TCP/IP
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Communication Security Executable Content
+ Samples & shipments are digitally + == Java Secure Execution Framework
signed (JSEF)

Beyond Java’s security model
Additive and subtractive permissions
Hierarchical user groups

— no message tampering
— no masquerading
— no replaying (timestamps)

+ All communication can be encrypted — Global and local policy
(SSL) — Interactive security negotiation

— no wiretapping — XML-based configuration

— confidentiality
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Payment Minstrel’'s Payment Model
+ Micro-/Macro-Payment ertze
+ Payment methods are defined by the —

offers Recei i : i

-
+ Payment business models are defined ' il T '
I Payment

by the offers gt -~ Control20uta

— pay-per-view, flat fee, time-based, etc. Faler MRCU

— before/after delivery 0 a2
+ Must rely on existing payment systems o
P = MINSTREL TU e, = MINSTREL TU
Implementation Servlets

+ Alpha version of Minstrel v2
— Client- and server-side protocol engines
— MADP/MRRP: XML via HTTP

— Servlet-based (light-weight servlet engine HTTP Request
for clients) HITTP Reply
— Client GUI (Swing) + light-weight component
framework
— Pay-per-view business model + Millicent
payment
© Wanted Hauswith, 2001 Sice 20181 = MINSTREL TU © Manted Hausirt, 2001 side 20181 = MINSTREL TU
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Minstrel Architecture revisited

Broadcaster
———————————— > Admin Interface
o

Vendor

Communication Framework

Customer ©

Receiver

MINSTREL TU
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A detailed Interaction

Vendor % ————————————— » Admin Interface

Bayment
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Broadcaster: Control/Data Flow

Admin Interface ‘

o
Filter Plugin

I security Plugin

::Payment Plugin

Py

Protocol 4]

Engine
(5]

12
®
&2
CJ
o ¥

MADP Control —# MRRP Control
MADP Data  mmp MRRP Data
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Receiver : Control/Data Flow

Receiver GUI ‘ Security Listener |

A
Protocol Eng) )

®
°

®
@

P
o

-

Serviet

vy |® o

®| 4

MADP Control  — MRRP Control
MADP Data =P MRRP Data
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MADP Client Activity Diagram

Sender Unit  Queue Unit

| . S
W r Error Wr Queue W r Wait W

[ wait for Timeout_J
Timeout
[Queue not empty]

Process Queue|

!
r Init

[Umitpe & Parser ) (write to 0B, Log) (_Queve Sample |

Wait for Samples

Incoming Sample

Generate List Distribute

Gen. List of Receivers) List
List not empty

Send Sample to Rec.
Distribution
successful

Take Receiver from Lisy)  SeNd Sample More es No
tothis Receiver?  Recipients?
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MADP Server Activity Diagram

Parse M Authenticate W

Paseseme ) (Jumenicate onbor )
Sample Unauthorized Sample accepted
o

f Error W

CGemaErorwarse )

([ mitosapaser

f Acknowledge 1
{send Ack to Broads. |

Store Sample in DB

Notification

Wait for new Samples

Automatic Fetch
of Shipment?

Request Ship.

Notify MRRP Client

= MINSTREL TU

© Manfred Hauswirth, 2001 Slide 36/41

The Minstrel Push System




EPFL

March 6, 2001

MRRP Client Activity Diagram

Sender Unit . Queue Unit

[ wmit ) Eror  Je— [ wait )

s zrae " vowae rr—
J—

Request

faied

Idle f Success W Process Queue

(C waitfor Reauest ore in DB, Notiy user]
Incoming

Request

Dispaich
Req. now?

<>

More Requests
queve

Request
immediately?
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MRRP Server Activity Diagram
?

[ it ] Process Request

K06 3 Parser b Parse | Authenticate | [ Dispatch |

" pasereaest ) "™ [Caunentcate reauest ) " oispatch Reavest )

(Un) subscribe. Shipment
Wait for new Requests Request Request. Sample Req
f Subscription W ( Shipment 1 ( Samples W
(Cwn subserive user ) ((Get shipment, Payment) ([ cetsamples )
Successful Ship. available, Samples
Payment ok, available
[ Error Jakr [ Notification | [ Deliver Ship. | [Deliver Samples)
{Usend Error o Receiver | {(send Response o Rec. ) (_send stipment o Rec. ] (_send Samples to Rec. )
Successful
Delivery ok
Notity Payment
[

MINSTREL TU
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Multithreaded HTTP Client

Response
T Thread Poo |
OscaaRees? gy R |
Yes HTTP connection
o
o[o]d] [O]o]O]
Distribution Queue
HTTP connection

Dispate] :

A= —Ie[EE—

Delay Queue

O Hrre Reauest Queue
“F HTTP Reauest with Timestamp
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Ongoing Work

+ Port servlets to servlet specification
v2.2 (currently v2.0) - v2.3 already on
the way (Tomcat)

Minstrel CMS

Unified (web-based) administration and
configuration

Base Distribution Component
Papers on Minstrel
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Questions ?
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