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Abstract

This paperprovidesa quantatve comparisorof the
efficiengy of the self-organizedconstructionpro-
cesse®f the P-Grid and FreeNetpeerto-peersys-
tems. Starting from a defined, realistic network
topology we simulatethe constructionof their ac-

searchpredicatesrenot limited, andno updatede-
pendenciesxist (unlesgreplicationis employedand
mechanismso ensureconsisteng amongtherepli-
casexist). However, theseadvantagesre paid with
high searchcostsin termsof excessie bandwidth
consumptior(Gnutella)or additionaldelay([11]).
The secondapproachis clearly superiorin terms

cessstructuresand measurethe incurred message of searchefficiency, but the needto establisha

load andmemoryusagefor routing tables. Besides
theseresults our experimentalsetup may also be

usedasa startingpoint for defininga standardest
andevaluationsuitefor P2Psystems.

1 Intr oduction

The P2P approachcircumventsmary problemsof
client-serer systemsbut results in considerably
morecomple searchingnodeorganizationandse-
curity. Napsterwhich madethe P2Pideapopular
avoidssomeof this compleity by employing acen-
tralized databasewith referencedo files on peers.
However, a premiergoalin the designof a P2Psys-
temis to supporta global searchfunctionality with-
out using centraldirectories. Two fundamentabp-
proachesxist to achiese this:

— Unstructured: The data is distributed ran-
domly over the peersand broadcastingnech-
anismsare usedfor searching. Examplesare
Gnutella[6] and[11].

— Structured: A distributed, scalable access
structure is built up to route search re-
guests. Examplesare FreeNet[4], Chord[7],
CAN [12], Pastry[14], Tapestry[13] and P-
Grid[1, 3].

In systemdollowing the first approactpeerscan
managetheir data completelyindependentlyi.e.,
the approachis fully decentralized.The peersare
free to choosewhich datathey store. The typesof

*Thework presentedn this paperwassupportedin part) by
the SwissNationalFundgrant2100-064994;Peerto-Peernfor-
mationSystems.

distributed accessstructurerequiressomeform of
coordination. We can distinguishtwo fundamen-
tally differentwaysof how this coordinationcanbe
achieved. In distributedhashtree(DHT) approaches
suchasChord,Pastryand Tapestrya globalidenti-
fication schemdor the peersis exploited (usuallya
pseudo-uniquéD generatedby extendingthelP ad-
dresof thepeer)in orderto decidewhich partof the
searchspacethe peeris associateavith. Applying
thiskind of globalknowledgeimpliesthefollowing
drawvbacks:

— Peersareconstrainedn their autonomyof de-
ciding on their role in the distributed access
structure. This may not be acceptabldor au-
tonomouspeersboth for reasonsof resource
consumptiorand for reasongelatedto appli-
cationaspectssuchasdealingwith illegalcon-
tent.

Peersnayhave changingP addresse@DHCP)
or may not even have routeableaddressesf
NAT is used.

Existing, independentnetworks (i.e., access
structuresjnaynotbemergedor separatedas-
ily becausesachjoin or leaving of evena sin-
gle peerrequirescareful reomganizationof the
accesstructure.

In contrasto that, FreeNetCAN andP-Gridfol-
low a differentapproach.The decisionon the role
of a peerwithin the accessstructure,i.e., the part
of the searchspacea peeris associatedvith, is de-
terminedby bilateralinteractionsamongthe peers.
The interactionsare initiated by somerandomized
processtypically searchrequestsssuedin the net-
work. Thustheuseof globalknowledgefor identifi-
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cationof peersis replacedy employing a random-
izedprocess.

In FreeNetpeersmaintainthe keys of peersthat
could answerearlierqueriessuccessfullyfor future
routing. The mostsimilar key is chosenn a depth-
first strat@y. The routing tablesare constructedas
by-productof queryanswering.

In P-Grid the accessstructure,a binary trie, is
constructedas the result of randombilateral inter-
actions(so-calledexchanges)n which the search
spacds successiely partitioned.Theseinteractions
could be driven by searchrequestsor by ary other
kind of mechanisntreatingrandomizeccommuni-
cations. In both approacheindependenthetworks
canbejoinedinto oneaccesstructure.

In principle also CAN would be in this cate-
gory. In CAN peersmay selectary point in the
searctspacgad-dimensionatorus)to take overre-
sponsibilityfor the correspondingegion. However,
only operationgor addingandleaving of individual
nodesaredefinedatthe moment.

In our work we are interestedin the question
whether approachegseplacing the knowledge on
globalidentificationwith randomizatiorwork asef-
ficiently astheapproachethatrely onaglobaliden-
tification schemepothwith respecto constructing
the distributed accessstructureand with respecto
usingit for searches.If this is the caseit would
be feasibleto combinethe increasediegreeof de-
centralizatiorachiezedby avoiding ary useof prior
global knowledgewith the advantageof controlled
compleity of search.

In fact,in settingswith asufficientdegreeof repli-
cation, which is anyway unavoidablein a practi-
cal P2Psystemwherepeersarefrequentlyunavail-
able, randomizedapproachedor accessstructure
constructiorandsearchthave provensuccessfulFor
FreeNetthis hasbeenshavn by simulationstudies
[4]. For P-Gridwe have shavn thatindex construc-
tion andsearchareefficient. For searclcostwe have
demonstratethattheexpectedcostis log n+1 mes-
sageswheren is thenumberof peersgvenin cases
wherethesearchreeis unbalanced?].

To betterunderstandhetrade-ofs amongthedif-
ferentapproachewe performeda comparatie sim-
ulationstudyof differentapproachefor randomized
constructiorof structuredP2Pnetworks. In this pa-
per we presentsomeof our resultsachieved from
comparingP-Grid and FreeNet. We were speci-
ficly interestedn a comparisorwith FreeNetsince
it is mostsimilar to P-Grid regardingits qualitative
characteristics:no global identification schemeis
exploited in the accessstructureconstruction,net-

degree of replication both of routing information
anddatais used.SinceFreeNeis basednaheuris-
ticsit is onthe otherhandby no meansclearthatit
works efficiently, sincethereexist no theoreticake-
sults on this aspect. Thusour resultsalso provide
performanceharacteristicef FreeNewhich sofar
arenotavailable.

We developeda simulation ernvironmentwhich
providesexactly comparableonditionsfor bothap-
proachesin termsof availableresourcesinitial set-
tings and query and communicationpatterns. The
resultsachierzed from our study confirmedour ex-
pectationson the performanceof P-Grid and re-
vealed that FreeNetachiezes comparableresults
only, if it is allowed to constructrouting tablesof
considerablesize, which might renderthe system
unscalable.

In this papemwe will firstintroducethe P-Gridac-
cessstructureandtherandomizedtonstructioralgo-
rithm thathasbeenusedin thesimulationstudy For
the correspondingnformationon FreeNetwe refer
thereaderto [4]. Thenwe will describethe exper
imental setupand somekey resultsfrom the simu-
lations. We will concludeby summarizingrelated
developmentsve arecurrentlypursuingfor creating
aP-GridbasedP2Pdatamanagemennfrastructure
andfirst applicationswve have studiedfor P-Grid.

2 P-Grid in a Nutshell

P-Grid[1, 3] is a peerto-peerlookup systembased
on a virtual distributed searchtree (a binary trie):
Eachpeeronly holdspartof theoveralltree,namely
thepathfrom aleafto theroottogethemith thecor-
respondingoutinginformation. Theconstructiorof
aP-Gridis basednadistributed,randomizedalgo-
rithm and doesnot rely on propertiesof the peers
thataregivena-priori (suchaslP numbers) Search-
ing in P-Grid is efficient and fast even for unbal-
ancedtrees[2]. We assumepeersto fail frequently
andto beonlinewith averylow probability. There-
fore routing informationand datahave to be repli-
cated.Figurel showvs asimpleP-Grid.

Every participatingpeers positionis determined
by its path, thatis, the binary bit string represent-
ing the subsetof the tree’s overall informationthat
the peeris responsiblefor. For example, the path
of Peerd in Figurelis 10, soit storesall dataitems
whosekeysbeginwith 10. For fault-tolerancenulti-
ple peersareresponsibldéor eachpath,for example,
Peerl andPeer6. P-Grid’s queryroutingapproach
is simplebut efficient: For eachbit in its path,a peer

works may freely join andsplit, anda considerable storesareferencdo atleastoneotherpeerthatis re-
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sponsibleor the othersideof the binarytreeatthat
level.

query(s, 100)

)

Fig. 1. ExampleP-Grid

Thus, if a peerrecevesa querystringit cannot
satisfy it forwardsthequeryto apeerthatis “closer”
to theresult. In Figure 1, Peerl forwardsqueries
startingwith 1 to Peer3, which s in Peerl’s rout-
ing table andwhosepath startswith 1. Peer3 can
eithersatisfythequeryor forwardit to anothempeer
dependingon the next bits of the query If Peerl
getsa querystartingwith 0, andthe next bit of the
queryis also0, it is responsibldor the query If the
next bit is 1, however, Peerl will checkits routing
table andforward the queryto Peer2, whosepath
startswith 01.

The P-Grid constructionalgorithm [3] is based

Informally the algorithmusedin the simulations
is givenin Figure2 (a slightly optimizedversionof
thealgorithmpresentedh [3]).

Initially, all peersare responsiblefor the entire
searchspace,thatis, all searchkeys. When two
peersresponsiblgor the samepath meet,they di-
vide the searchspaceand eachpeertakes respon-
sibility for one half and storesthe otherpeers ad-
dressto cover the otherhalf. If onepeerhasa path
thatis a prefix of the otherpeers path,only thepeer
with the shorterpathextendsits pathby onebit. If
peersvhosepathsshareacommonprefixmeet,they
caninitiate new exchangey forwardingeachother
to the peersin their routing tables. However, only
the peerwith the shorterpathis taking advantage
of this. This hasprovento be more effective than
the approachthatboth peerstry to find new peerto
performexchangesvith. Such,P-Gridscanbe con-
structedefficiently in a self-organizingway without
centralcontrol. Simulationresultsalso showv that
thenumberof peergesponsibldor the samekeysis
distributeduniformly with a low deviation from the
expectedaveragenumberof peersresponsibldor a

key [1].
3 Experimental results
In the setupof our experimentsve assumehateach

systemconsistsof N peers. The initial topology
is assumedo be a randomgraphwith fixed mini-

on purely randomizedconstructionand guarantees mal andmaximaldegrees.In additionto the initial

that peerrouting tablesalways provide at leastone
pathfrom ary peerreceving arequesto oneof the
peersholding a replica of the paths data so that
ary query canbe answeredegardlessof the peer
queried. Additionally, it leadsto an approximately
uniformreplicationof dataandroutinginformation,
suchthat searchesre successfulvith high proba-
bility evenin situationswherepeersare frequently
off-line [1].

We arecurrentlystudyingtwo versionsof theal-
gorithm. Thefirst, andearlier, versionis designedo
constructbalancedsearchreesof a givenmaximal
depth. It is the algorithmwe usedfor our simula-
tion study Sincebalancedreesarenot suitablefor
situationsin which the datadistribution is skewed,
we have developeda variantof the algorithm, that
adaptghetreeshapeo thecurrentdatadistribution.
As a by-productthis makesary assumption®n the
depthof thetreeunnecessaryror this casewe have
in particularshavn thatthe searchcostsin termsof
messagexchangesemainlogarithmicevenif the
constructedreeis of non-logarithmiadepth.

neighborseachpeerhasaroutingtableof sizet,, .,
where peerskeepinformation aboutthe addresses
of otherpeergogethemith informationrelevantfor
routing (pathsin P-Grid,keysin FreeNet).

We assumehatatotal of d dataobjectsarestored
in the systemand peershave a datastoreof sizes.
Dataobjectsareidentified by binary keys. A nec-
essaryconditionis thatd < s x N, but in gen-
eral we will assumethatrf xd < s * N, such
thatrf replicascan be kept on average. Initially
all peershave empty routing tables. The experi-
mentsconsistof setsof randomly chosenqueries
sentto randompeers. At the beginning, the peers
rely only ontheinitial topologyfor communication
to forward queries. The forwarding of queriesis
usedto constructheroutingtablesandreplicatethe
dataobjects.Detailsregardingthe bootstrappingf
FreeNettanbefoundin [5]. We briefly describethe
bootstrappinglgorithmusedfor P-Grid.

To bootstrapP-Grid eachpeerinitiates random
walks to forward the queries. The randomwalk
is limited by a time-to-live value, which is cho-
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exchange(al, a2, r) {
randomy swap the roles of al and a2;

Ii = length of renmining path of ai;
(* Case 1: both paths enpty,

© N A ®WN R

©

(* Case 2: path differ in length by 1:
extend path(al) by one bit different

update references of al with a2;
(* Case 3:

(* assune al has the | onger paths,

(* to prevent bias *)

determ ne the common prefix of path(al) and path(a2) and its length Ic;
exchange references at all |evels where the paths natch;

(* uniformy distributes references over the network *)

introduce new |l evel *)

CASE |1 = 0 ANDI2 = 0 AND | ¢ < maxi mum possi bl e path | ength
extend path(al) with 0 and path(a2) with 1;
add mutual references for future search;

CASE 11 = 0 ANDI2 =1 AND I c < nexi num possi bl e path |ength

anal ogous to case 2 with roles exchanged *)

(* Case 4: use references to find other peers if no refinenent possible *)
OTHERW SE | F r < maxi mum recursi on depth

ot herwi se exchange their roles *)
take a reference fromthe peer al at the level of the common prefix;

a2 perforns a new exchange with the referenced peer

(* which shares with al a |l onger common prefix *);

split shorter path *)

to the corresp. bit in path(a2);

Fig. 2. P-Gridexchangealgorithm

senrandomlybetweenl andttl,,,.. In eachstep
the querymessagés forwardedto arandomlycho-
senneighbor Eachpeerwho receves the query,
checksits datastore. If the key is not found and
thetime-to-liveis notreachedset, thepeerforwards
the query messagdo a randomneighbor When
thetime-to-liveis reachedherandomwalk process
stopsand an attemptfor an exchangeis madebe-
tweenthe peerwho initiated the queryandthe peer
that wasreachedast. This is how we initiate ex-
changedetweerrandomlychoserpeers,assuming
thatttl,,.. is sufficiently large. Dependingon the
peers’pathsoneor bothpeersmayrefinetheir paths
or if the pathsarein a prefix relation,the peerwith
the shorterpath initiates an exchangewith a peer
with the longestcommonprefix foundin the other
peers routing table. This recursie procesds lim-
ited by a maximalrecursiondepthof 2.

As mentioneckarlierwe usetheversionof the ex-
changealgorithm,which constructsa balancedree
of depth path,,... If a peerextendsits path to
pathmag, it stopsto initiate randomwalks andthus
stopsto extendits path. Furtherit usesthe P-Grid
routingmechanisnto routethe queries.In addition,
the maximum numberof randomwalks is limited
if a peerdoesnot extendits path. We alsousea
simplifiedversionof the gossipingupdatealgorithm
from [8] to synchronizéhe datastoresof peersthat
have reachedpath.,,., andsharethe samepath. If
all peershaveeitherextendedheirpathsto path o2
or performedhemaximalnumberof randomwalks,
thenthe systemis consideredo bein astablestate.
Theremay be a small fraction of peerswhich did

not succeedn extendingtheir paths. They simply
forwardthe queriesto arandomneighbor

3.1 Simulation Results

To illustratethe performancef thetwo systemswve
provide someexemplarysimulationresult. All our
resultswill be availableat http://Isirpeople.epfl.ch/
punceva/project/accessp2p.htm.

Thetotal numberof peersN is 1000. Eachpeer
hasat least3 andat most6 neighborsn theinitial
topology Thetotal numberof inserteddataobjects
d is 5000. They are identified by randomly cho-
senbinary keys of length 16. Eachpeerinitially
stores? = 5 dataobjects.Firstwe give anexample
wherethereplicationfactorfor both systemss 20,
but maximalsizesof routingtablest,,,,,, are250for
FreeNetandonly 35for P-Grid. For P-Gridwe used
Pathme, = 7 andalsottl,, .., = 7. Theexperiment
consistedf 150000randomquerieqfor datathatis
alreadypresentn thesystem)sentto arandompeer
We assumedhatall peersareonlineall thetime. As
expected,we obsenred that for both systemsthere
aretwo phasesabootstrapphasevheneachsystem
is building up its routing tablesand a stablestate
when performanceremainsconstant. In the stable
stateboth systemsachieved a very high querysuc-
cessrate of morethan99%. The averagenumber
of messageper querygeneratedn the stablestate
was4.58messagefor FreeNetand4.54for P-Grid.
This meanshatwe got slightly betterresultsfor P-
Grid with muchlessresourcespent(smallerrout-
ing table and less messages).Another interesting
figurearethe costsrequiredto getthe systeminto a
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stablestate: P-Grid required771625messageand
FreeNet785413which is approximatelythe same
effort. The following two graphsshow the average
numberof messageger query averagedover 100
queries.
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Fig. 3. Averagenumberof messageperquery
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Anotherinterestingsimulationresultfor FreeNet
is givenbelow. All parameterarethesameasin the
previous simulationexceptfor t,,,., Whichis setto
35 andcorrespondso the maximalsize of routing
tablesusedfor P-Grid. The simulationconsistedf
82000queries. As can be obsenred the numberof
messageper queryis muchhigherthanin the pre-
vious experiments.For the last 100 queriesthe av-
eragenumberof messagegenerategber querywas
154 andthe successatewas 70%. Thusthe good
query performanceof FreeNetdependsheavily on
the factthatit storesa considerablenaumberof ad-
dressesn its routingtables.

200 600 800

Fig. 4. FreeNet:Averagenumberof messageper
query

400

4 P-Grid Development

In our P-Grid projectwe pursuethe goal of grad-
ually evolving it into a general-purposdistributed

infrastructure We have implemented-Gridin Java
andare currentlyin the final testphase. The soft-
warewill bereleasedaisopensourcevia the P-Grid
webserer (http://www.p-grid.og/) which alsopro-
videsdetailedinformationon all aspectof P-Grid.
Two importanttechnicaldevelopmentsfor turning
P-Gridinto agenerallyapplicableanfrastructureare:

To addressheissueof updatesn adecentralized
waywe have designednupdatealgorithm[8] based
on rumor spreadingwhich provides probabilistic
guaranteegor consistenyg. It wasinspiredby the
fundamentalvork on randomizedumor spreading
presentedn [10]. The updatealgorithmis effi-
cient (analytically proven) and basedon a generic
push/pull gossipingschemefor highly unreliable,
replicatedervironments,dealingwith the realistic
situationthatpeersaremostly off-line.

To handlethe problemof changinglP addresses
of peerswe have designeda completelydecentral-
ized,self-maintaininglight-weight,andsufficiently
securepeeridentificationservice[9] thatallows us
to consistentlymapuniquepeeridentificationsonto
dynamiclP addressem environmentswith low on-
line probability of the peersconstitutingthe service.
Thebasicideais to storethe mappingdn P-Gridit-
self: Peersstoretheir currentid/IP mappingin P-
Grid and updateit if the IP addresschanges(for
example,if they comeonline again). Although at
first sightthis maylook asan unsohable,recursie
“hen-egg problem; we demonstratén [9] that not
only mostof the original querieswill be answered
successfullybut also, that the recursiongriggered
by failureswill leadto apartial“self-healing”of the
wholesystem.
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