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Abstract

The huge successof eBay has proven the demandfor
custometto-customer(C2C) electionic commece eBay
is a centralizedinfrastructue with all its scalability prob-
lems(networkbandwidth serverload, availability, etc.).In
this paperwe argue that C2C e-commete is an applica-
tion domainthat mapsnaturally ontothe emepentfield of
P2P systemsimply by its underlyinginteraction modelof
customes, i.e., pees. This offers the opportunityto take
P2P systemdeyond mee file sharing systemsnto inter-
estingnew applicationdomains.Thelong-termgoal would
be to designa fully functionaldecentalized systemwhich
resemblesBaywithout eBays dedicated,centrlized in-
frastructue. Sincesecurity(authenticity non-repudiation,
trust, etc.) is key to any e-commeteinfrastructue, our en-
visionedP2P e-commete platform hasto addressthis ad-
equately Asthefirst stepin this directionwe presentan
appmoach for a completelydecentalizedP2P public key in-
frastructue (PKI) which canserveasthebasisfor higher
level securityservice In contrastto other systemsn this
area,sud asPGPwhich usesa “web of trust” conceptwe
usea statisticalapproad which allowsusto providean an-
alytical modelwith provable guarantees,and quantifythe
behaviorand specificpropertiesof the PKI. To justify our
claimswe provide a first-order analysisand discussits re-

silienceagainstvariousknownthreatsandattad scenarios.

In supportof our beliefthat C2C E-commeceis oneof the
potentialkiller applicationsof theemeging structuedP2P
systemswe provide a layered modelfor P2P E-commete
demonstating the dependenciesf varioussecurityrelated
issueghatcanbebuilt ontop of a decentalizedPKI.

*The work presentedn this paperwassupportedin part) by the Na-
tional CompetenceCenterin Researcton Mobile Informationand Com-
municationSystemgNCCR-MICS),a centersupportedy the SwissNa-
tional Science~oundationundergrantnumber5005-67322.

1. Intr oduction

Thedemandor customeito-customecommercgC2C)
hasbeenproven by the hugesuccesof eBay[11]. eBay
provides a centralizedtrading platform to its customers
whichoffersa certaindegreeof securitythatbusinesdrans-
actionsbetweenpartnersthat do not know eachotherare
performedn aproperway, i.e.,eachpartnerobeystherules.
So,why shouldwe not staywith this architecture?The ad-
vantagethat eBay like ary other centralizedsystem,can
enforceruleseasilyturnsinto asevereproblemif we switch
the viewpoint to scalability In eachcentralizedsystemthe
centeris a “hot spot” in termsof failure (no sener, no sys-
tem), network bandwidth andsenerloadamongothers.

In this paperwe arguethata customeito-customesys-
temwould actuallymapmorenaturallyonto a P2Psystem
by its very structureandinteractionpattern.However, more
effort hasto be put into carefully designingand offering
similar servicesandguaranteesisa centralizednfrastruc-
ture. Scalabilitycanbeachievedwell asprovenby success-
ful P2PinfrastructuresuchasKazaa[14], Gnutella[9], or
Freenef8].

Equally importantare the security aspectsand service
guaranteesvhich are more difficult to achieve in a dis-
tributedervironment,suchasauthenticatiorof identitiesof
thetradingpartners.Most of theseservicesely hearily on
the existenceof a public key infrastructure(PKI). Though
PKIs exist for quite sometime now andcanbe considered
“out-of-thebox systems’their centralizedarchitecturecon-
tradictsthe P2Papproachandwould introducecentraliza-
tion againthroughthe backdoor. Sotheonly alternatve so
far would be the applicationof a PGP-like “web of trust”
approachHowever, it hasbeenshowvn thatthis conceptas
severalsevereshortcomingsiswe will discusdn Section2.
Thuswe follow a differentstrateggy and proposea decen-
tralizedPKI basedn a statisticallquorum-basedpproach
thatbypassesheseproblems.

Therecanbeanadditionalscepticismaboutusinga P2P
platform for customeito-customercommercethat of via-



bility of tradinghigh-valuedcommoditiesgn sucha system.
Essentially even with centralizedsolutions, the risks are
almostequally high that the other customerdoesnot de-
liverwhathe promisesandthusC2Ccommercewill indeed
be more popularfor tradingcommoditiesof relatively less
value. The focus of the restof this paperis thusonly on
the enablingtechnology primarily concentratingon a de-
centralizedPKI.

The paperstartswith a taxonomyof existing PKI ap-
proachesin Section2 which also gives an overvien of
the prosand consof the differentclasses.Section3 then
presentsa detaileddescriptionof the decentralizedPKI ar
chitecturewe proposeby discussingall its building blocks
and algorithms. To justify the validity of our model we
give afirst-orderanalysisof theincurredeffort andsecurity
propertiesof our PKI in Section4. We continuewith a se-
curity analysisof our PKI in Section5 in whichwe analyze
commonattacksin every stageof the systemdifetime. In
Section6 we provide alayeredmodelfor P2PE-commerce,
demonstratinghe dependenciesf varioussecurityrelated
featureghatcanbebuilt ontop of adecentralizedPKI. Re-
lated work is discussedn Section7, which is relatively
sparséan the relevantdomain,dueto the pioneeringchar
acterof our work. Our conclusiondn Section8 roundout
thepaper

2. A casefor harnessingstructured P2P sys-
tems

This sectiondefinesan informal taxonomyto classify
existing approachesnd to position our proposedsystem
therein. We arguefor a distributed PKI basedon efficient
P2P accessstructuresrather than using the web-of-trust
modelwhich hasseveral drawbacksincluding inefficiency
andlack of any propermodelto provide quantifiableprob-
abilisticguarantees.

2.1 Taxonomy

Essentiallythere are two dimensionsin decentralized
PKI managementamely“the discovery of peersvho have
thepublickey” and“trust onthe peersfrom whomthe pub-
lic key is obtained”. The fundamentalifferencebetween
the two approachegweb of trust/statisticaljs the orderin
which the two dimensionsare navigated, i.e., the mecha-
nism by which the relevant informationis obtained: ran-
domwalks in a trust graphor systematicefficient access
to relevantinformation,andthenusinga quorum(possibly
weighted)for reliability(trust).

The inefficiency in web of trustbasedapproachearises
primarily from the factthatthe informationis searchedis-
ing randomwalks in the network. While randomwalks
is the bestone cando in structure-les2P systemslike

Gnutellawith theemegenceof structuredP2Psystemghat
supportefficient searchesnsertsandupdatesye cannow
exploit thesefeaturesand realize efficient distributed P2P
PKI usingstatisticalmethodgor hybrid methodswvherethe
informationis still searchecefficiently using a structured
P2P system,and not using the web of trust like transiti-
ity). Thereasora quorumbasedapproacthin structure-less
P2Psystemsds impracticalis that searchestill dependon
flooding(andthuscontinueto beinefficient),andalsomain-
tenanceginsertsor updateshashigh overhead.

Thusin the context of datamanagementcurrentPKIs
may be classifiedn two maingroups:

Centralized: Confederatiorof trustedthird parties(TTP),
so-calledcertification authorities(CA), for example,
VeriSign. The TTPsdo not participatein the interac-
tionsof asystembut actasfacilitatorsof theactiities.
We omitthesecentralizedsolutionsfrom therestof our
discussiorsincethey arenotin thescopeof ourdiscus-
sionwhichfocuseson only decentralizedystems.

Decentralized: Thepublickey infrastructurds maintained
by the participantsthemseles without using central
controlandspeciakolessuchasCAs. Threemainsub-
classe®f this approactcanbeidentified.

Webof trust: In this model, a participant(peer) of
the systemknows the public keys of someother
peers,and considerghis knowledgesacrosanct.
It alsorelieson someof thesepeers(with pos-
sibly varying degreeof trust)to certify the pub-
lic key of other peers. Thus the knowledge of
peers’public key is obtainedby finding a pathin
the peeracquaintance(trusgraph,thusforming
a ‘web of trust’, whereif P4 truststhat Kg is
Pg’s public key, andalsorelies (personallyde-
termined)on Pg to certify a third party’s public
key, thenP4 will believein K¢ beingPg’s pub-
lic key if Pp certifiesit. PGP[16] andvariants
belongto this group. PGPimplicitly exploitsthe
smallworld phenomenomf socialacquaintance
thatis obsenedin thetrust(certificategraph[5]
to createa web of trust of peers’ public keys.
Consequentlyit obliteratesthe needof central
authorities,andhasbeenenormouslysuccessful
asafreely availabledecentralizegbublic key in-
frastructure.However, the strengthof a chainis
determinedy thewealestlink, andhencea sim-
ple transitive trustis highly vulnerable andthus
unreliable.

Statistical (quorum based)approaches: A statisti-
cal approachwould involve obtainingthe pub-
lic key information from mary peersand then
forming a quorum. This will be elaboratedn



Section3.2 wherewe describeour approachor
P-Grid [1, 4]. The essentiaideabehinda sta-
tistical approachis to have multiple randomand
thus presumablyindependenpeersto replicate
thepublickey information,andretrieve theinfor-
mationfrom a randomsubsetof thesereplicas.
Suchan approachrelies on an efficient, decen-
tralizedstoragenfrastructurefor which we will
useP-Grid,our P2Pstoragananagemergystem.
In this paperwe restrict our discussionto the
purely statisticalretrieval and insertionof pub-
lic keys in P-Grid (a hybrid variantwill usea
weightedquorum). Also, it may be emphasized
that ary other P2P systemwith similar guaran-
teesof efficient andreliable searchand updates
asthat of P-Grid may be usedinstead,andthus
our proposais genericandcouldbeadaptedo a
groupof structured?2Psystems.

Hybrid approaches: A hybrid approachwill involve
obtaining public key information from mary
peers,andthenforming a weightedquorumde-
pendenton one’s relative trust on variouspeers
from whomtheinformationis obtained.

An extension of the original PGP approach,
whichis presentlyputinto practice,is to include
multiple pathsof trusttransitiity [18] in aneffort
to improve reliability of authentication.Never
thelessthe reliability of suchapproachess lim-
ited becausef intersectingpaths,andthusneeds
authenticatiormetrics[18] to quantify therelia-
bility of suchmultiple paths. Thusit consumes
a lot of network and computationalresources,
worsenedy thefactthatthereis no guarante®f
theexistenceof suchmultiple independenpaths,
or a mechanisnto discover them efficiently. It
is againan attemptto navigate the two dimen-
sionsas describedn the beginning of this sec-
tion in a wrong order, sincerandomwalks are
usedfor informationdiscovery with the assump-
tion of finding multiple paths,trying to usethe
power-law distribution of trust graphs. Further
both the multiple pathsand the metricsneedto
be evaluatedat eachpeer andthusthe effort is
notshared.

Apart from the inefficiency becauseof randomwalks,
webof trustbasedapproachebave furtherdrawvbacks:

1. Path discovery is inefficient becauseeffort is not
sharedandhashigh, unboundedateng.

2. Web of trust approachege.g., PGP) have primarily
beenusedfor privacy purposes. Typically, to com-
pletely believe in a persons public key, the informa-
tion (atleastthefingerprintof the public key) hasto be

obtainedoffline. Otherwisecertificationprovided by
only personsknown in reallife areacceptedIt is thus
prematurego assumeparticularlyin theabsencef ary
guantifiableguaranteethatthewebof trustmodelthat
workedwell for providing privagy for emailuserswill
translatewell into a public key infrastructuren a P2P
system.

3. Web of trust modelsfail to usethe collective knowl-
edgeof the whole society but usesonly information
availablewithin a smallnumberof transitve hops,de-
terminedby time to live, in the connectvity graph.
However, the ultimate purposeof a decentralizedPKI
should be to provide a way to establishidentity of
strangepeersheyondareasonableoubt. Webof trust
modelscan not guarantedhat (sincetransitve paths
arenot guaranteed)This is anotherimportantreason
why we needto useefficientaccesstructurego store
public keys, andusea quorumbasedapproacho reli-
ably find public keys.

4. Finally, sincethe trust on otherpeers’certificationis
essentiallyad-hoc,web of trustis susceptibleto the
treacheryof evenone(or avery few) trustedpeers.

We arguethatstatisticalandhybrid) approachearefea-
sibleandindeedbettersuitedfor systemsvhereinformation
canreliably and efficiently be obtainedand updated asis
the casewith mary emeging structured®2Psystems.

3. A quorum baseddecentralizedPKI

As mentionedin the previous section,managinga PKI
in a P2Pway needsan efficient andreliabledistributedin-
formationaccesstructure andalsoeffective functionalities
like updatesf replicasevenin thepresencef frequentdis-
connectionsand possiblyuncooperatie peers. This is not
possiblen unstructured®2Psystemdik e Gnutella[9], that
is why the"web of trust” model,which essentiallydepends
onrandomwalks (basicallyflooding)for exploring thetrust
graphof a P2Pnetwork hasgainedmore popularity But
with the recentdevelopmentof efficient accessstructures
like CAN, Chord, Freenetand P-Grid amongothers,it is
indeedpossibleto realize more systematicmodels,rather
thanrelying on the ad-hocweb of trust model, for which
no probabilisticguaranteesiave beenprovided so far. In
this section,we first give a brief introductionof P-Grid [4],
beforeelaboratingour P-GridbasedPKI.

3.1 P-Grid
P-Grid [1, 4] is a peerto-peerlookup systembasedon

avirtual distributedsearchtree: Eachpeeronly holds part
of theoveralltree,which comesnto existenceonly through



the cooperatiorof individual peers.Searchingn P-Gridis

efficientandfastevenfor unbalancedrees[2] (O(log(n)),

where n is the numberof leases). Unlike mary other
peerto-peersystemdP-Gridis atruly decentralizedystem
which doesnot requirecentralcoordinationor knowledge.
It is basedpurely on randomizedalgorithmsand interac-
tions. Also we assumeeerdo fail frequentlyandbeonline
with averylow probability. Figurel shovsasimpleP-Grid.

Every participatingpeers positionis determinedy its
path,thatis, the binarybit stringrepresentinghe subsebof
thetreesoverallinformationthatthepeeris responsibldor.
For example thepathof Peerd in Figurelis 10, soit stores
all dataitemswhosekeys begin with 10. For fault-tolerance
multiple peerscanberesponsibldor the samepath,for ex-
ample,Peerl andPeer6. P-Grid's queryroutingapproach
is simplebut efficient: For eachbit in its path,a peerstores
areferenceo at leastoneotherpeerthatis responsibldor
theothersideof thebinarytreeatthatlevel. Thus,if apeer
recevesa binary querystringit cannotsatisfy it mustfor-
ward the queryto a peerthatis “closer” to the result. In
Figurel, Peerl forwardsqueriesstartingwith 1 to Peer3,
whichisin Peerl’sroutingtableandwhosepathstartswith
1. Peer3 caneithersatisfythe queryor forwardit to an-
otherpeer dependingon the next bits of the query If Peer
1 getsa querystartingwith 0, andthe next bit of the query
is also0, it is responsibldor thequery If thenext bit is 1,
however, Peerl will checkits routingtableandforwardthe
gueryto Peer2, whosepathstartswith 01.

The P-Grid constructionalgorithm [4] guaranteeshat
peerrouting tablesalways provide at leastone path from
ary peerreceving a requestto one of the peersholding
a replica so that ary query can be satisfiedregardlessof
thepeerqueried.Additionally it guaranteethata sufficient
numberof replicasexist for ary pathandthatthe peersrep-
resentinga certainpathalsoknow their replicas. Thusthe
routing tableswill hold also multiple referencedor each
level which theroutingalgorithmselectgandomly[4].

Also, P-Grid, unlike most contemporaryP2P systems,
supports updates of the stored, replicated data via a
push/pull stratgy with probabilistic successand consis-
teng/ guarantee anunreliableervironment[10].

3.2 The P-Grid basedPKI

Eachpeerp is uniquelyidentifiedby auniversallyunique
identifier (UUID) Id,. This identifier is generatedbnce
when a peerjoins the P-Grid community by applying a
cryptographiclysecurehashfunction to the concatenated
valuesof the currentdateandtime, the currentlP address
addr, andalargerandomnumber At bootstrapgeachpeer
p alsogenerates private/publickey pair D,/ E,,.

In P-Grid, routing tablesandthe index hold only these
identifiers. Eachpeerp additionally hasa cacheof “iden-

tity to physicaladdress'mappings(d;, addr;, T S;) (T'S;
denotesa time-stamp)hatit alreadyknows, in orderto be
ableto communicatewith other peers. Sincedisconnec-
tions of peersmay leadto changinglP addresspeersmust
updatetheirlatest‘identity to physicaladdress’mappingin
P-Grid. The updatefunctionality is providedin P-Grid as
describedn [10].

To correctlyidentify a peerit is essentiato detectold
mappingsandretrieve andcacheup-to-dateones.

Ouralgorithmfor building adecentralizedPKI ontop of
P-Gridis givenbelow.

Bootstrap

Bootstrapis the phasewhena new peerp joins the P-
Grid.

1. p determinedts currentIP address. The IP address
mustbe routableandreachablei.e., not behindafire-
wall. The IP addresds insertedin the P-Grid in or-
derto handlepossiblechange®f physicaladdresof
peersreconnectingfter stayingoffline, andhasbeen
describecandanalyzedn [12].

2. pgeneratedd,, D,/ E,.

3. (Idy,addrp, E,, TSy, Dp(Idy, addry, E,, T'Sy)) (for
brevity denotedastuple in the following) is inserted
into P-Grid by p usingId, asthe key (T'S, prevents
replayattacks).Insertingin P-Grid meanghatthere-
guestis routedto a peerR; € R,. R, is the setof
replicasresponsibldor the pathusing Id, asthe key
value(path(Idy)). If Id, alreadyexistsin the P-Grid
(thoughthisis veryunlikely) p is notified. If so,p gen-
eratesanew Id, andrepeatghis step.

4. p repeatsthe insertion operationat R,,,;,1 random
anddistinct P-Grid peers sothatthe insertionrequest
reachesanexpectedR,, ;.2 distinctreplicas.

5. All R; thatrecevetheinsert(tuple) messagénitiate
update(tuple, R;) amongtheir replicas®,. All repli-
cas,includingtheonesthatoriginatedsuchupdatedo-
cally storethetupleonly if it recevesandformsadquo-
rumof Rp,in3 < Rpine distinctsuchupdatemessages
within aT,,: time.

Peerswho received the original insert then send a
confirmationto p. This of course holds for the
peers/replicashat are online during the updateoper
ation. Thosepeersthat comeonline later usea quo-
rum basedpull (anti-entropy) to geta currentview as
describedin [10]. If after T, Sincereceving the
first updatemessage R..in3 distinct messagehave
notbeenreceved,the peersdiscardtheinformation.



Legend:
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. (route keys with prefix P to peer X)
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"virtual binary search tree"
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11:5 11:5 10:4
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with key with key with key
prefix 10 prefix 10 prefix 11

Figure 1. Example P-Grid

In the absencef Byzantine/maliciougpeersit would
have beensufficientto make a singleinsertin P-Grid,
sincethe updatemechanismwould have updatedall
replicas. However, malicious peersmay initiate up-
dateswith falseinformation. Sincesearchandinsert
requestareroutedto randonmreplicaswe usemultiple
requestandthena quorumto addresghis properly

6. As aresultof the previous stepsthe mappingwill be
physicallystoredatpeersin ,. Basedontherandom-
ized algorithmsthat P-Grid useswe can assumehat
the individual replicasR; € ¥, areindependenand
they colludeor behare Byzantineonly to a degreethat
canbehandledby existing algorithms.

7. If preceves Ry ina < Rpmins confirmations(within
someT, 2 > Tous1), it is corvinced (probabilisti-
cally) thatits public key hasbeenreplicatedamplyfor
fault tolerance.Otherwisep generates new Id, and

repeatghe previoussteps.

Sinceonly a new peerenteringthe P2Psystemneeds
to conductthe bootstrapphase,it is irrelevant which
identity is successfullyinserted.Also, generatiorand
re-insertionof a new identity will berequiredonly in
the event of a distributed denial of serviceattackby
maliciouspeers,more on which is discussedn Sec-
tion 5.

Rmin4 S Rmz’nS S RminQ S Rminla and the exact
numberss a designissuefor the P2Psystem.We will use

thesefor our preliminary analysisin Section4 of the ef-
fort requiredandperformancéprobabilistic)offeredby our
system. For simplicity we will considerR,;;ns = Rmins
withoutlossof generalityof theresultsof our analysis.

Peer startup

Wheneerapeerp rejoinsthe P-Gridit performsthefol-
lowing step.

1. p startsup andcheckswhetherits addr, haschanged.
If yes,it initiatesanupdateof its new physicaladdress
(signedwith its privatekey). The completealgorithm
for updatealongwith thecostincurredandits reliabil-
ity canbefoundin [12]. This stepis necessarjn order
to make surethattheroutingtablesarecorrect.

Operation phase

This phasedenoteghe standardoperation,i.e., p is up
and running, hasregisteredan up-to-datemappingof its
identity/physicaladdresgId,, addr,, T'S,) andis readyto
procesgjueriesand updaterequests.Both queriesand up-
datesneedto be routedto at leastonereplicapeerrespon-
siblefor the concernedey space.Thefollowing stepsare
to routeit successfullydespitefrequentpeerdisconnections
and changesin peers’physical addressresultingin tem-
porarily inconsistentoutingtables.



By establishinghe correctmapping,we ensurethatop-
erations(query/insert/updategnay be successfullycarried
out. Then,suchoperationgertainingto eitherpeers’public
key, currentphysicaladdressreputationor ary otherkind
of informationmaybe conductedn areliablemanner The
stepsincurredaregivenbelow.

1. precevesarequest) from apeerg.

2. In casep can satisfy ) the resultis returnedto gq.
Otherwisep finds out which peerp; to forward the
query to. It checksits routing table and retrieves
(Idy,,addry,, E,,,TS,,) which had been entered
duringtheconstructiorof P-Grid.

3. p generatesrandomnumberr, contactgp; andsends
E,,(r). As ananswerp; mustsend(D,, (Ey,(r)))
andq cancheckwhetherD,, . (E,,(r)) = r. If yes,p;
is correctlyidentified,i.e., p really talks to the peerit
intendsto, and( is forwardedto py.

4. If not, thenpy hasa new IP address(the casethat
somebodytries to impersonate; is coveredimplic-
itly by the signaturecheckabove) andp sendsa query
to P-Gridto retrieve the currentaddr,, usingld,, as
thekey.

Sincepy may be offline multiple routing entriesfor
eachlevel are maintainedto offer alternatve peersto
routeto.

5. p collectsall answers; = (Id,,, E,,,addry,,TS,,,

Dy, (Id,,, Ep,,addr,,,TSy,)) it receves from the
Rj S §Rpf.
If extendedsecurityis requiredthenthe R; shouldsign
theiranswersi.e.,send(t;, D, (t;))). p hasto collect
atleastR,,i,3 answergo detectmisinformedor ma-
licious peersij.e., checkswhethera certainquorumof
the answerss identical (R,,.;»3 is definedby eachin-
dividual p accordingto its local requirementsor trust-
worthinessof the reply). Otherwisethe queryis re-
peatedh certainnumberof timesbeforeaborting.

(a) As an optimizationthe quorumcan be avoided
undercertaincircumstanceslf p alreadyknows
E,,, e.g., from the constructionof the P-Grid
or becauset hasalreadydonea certain num-
ber of (quorum-based)queries for E,, that
have resultedin identical answers,so that it
can assumethat its F,., then it can imme-
diately check the validity of the answer by
Ey (Dy,(Idy,, Ep,,addry,, TSy, )).Id,, =
t;.Dp, .

(b) The schemecanbe furtheroptimized(andmade
morerobustandsecurey having all peersstore
the E,’sthatthey receve.

6. Now p canproceedwith step3. In casethis is suc-
cessfulp enters(Id,,,addr,,, E,,,TSy,)) in its lo-
cal cache.

Following the above steps,a peerp canobtainthe lat-
est physicaladdressof other peersin a recursve manner
andthussuccessfulljhandlethe basicP-Grid operationof
query insertand update. As mentionedabove, ary infor-
mation, including public key and reputationrelatedinfor-
mation may then be accesse@dnd maintainedsimilarly in
anefficientandreliablemanner A P-Grid basedPKI is ef-
ficientbecausehe basicoperationsuchassearchor insert
in P-Gridtake O(log(n)) message® discoseronerandom
replicaresponsibldor the relevantkey. Sincethe routing
processs randomizedreliability of resultsis thenobtained
by usingquorumbasedechniques.

4. Analysis

This sectiongivesa preliminary analysisof the costof
locatingpublic key informationreliably in P-Grid,thatis to
locateR,,,;,> distinctreplicasresponsibldor the particular
key, andforming a quorumof atleastR,,;,3.

For the analysis,we usethe following notation: There
are R;,; replicasand R,,, of theseare online with their
correctphysical addresgreferencesknown to other peers
who refer to them. All requestsneedto be routedto one
of theseresponsiblereplicas. The effort to route an indi-
vidual requestin presencef stalecachesandunavailable
peershasbeenanalyzedandshown to be efficientin [12],
and updatepropagationwithin the subnetvark of replicas
usinga hybrid push/pullapproachalsohasbeenshawn to
provide probabilisticsuccesandconsisteng guaranteem
presenceof peerdisconnectionst a reasonableverhead
in [10].

Thus,herewe only needto analyzetheexpectechumber
of independentequestsR,,;;»1 in orderto reachR,,,;,» dis-
tinct replicasandform a R,,,;,3 quorum,whereR,,;;,3 <
Rin2 < Ryin1 asdiscussedn Section3.2, out of a pos-
sible R, replicasonline,the underlyingassumptiorbeing
Ron > Rmin2-

For the analysis,we assumehat the network topology
is relatively static,suchthatduringthe whole periodwhile
gueriesare beingpropagatedR,,, doesnot changedrasti-
cally. Thisis arealisticassumptiorbecausejueriesin P-
Grid effectively meanamoving througha distributedbinary
searchtree, requiring O (log(n)) messageswhich means
thata queryis completewithin a very shortperiodof time.
Thusthe network topology may indeedbe assumedo be
quasi-static. Further apartfrom replicasgoing off-line,
replicascome online as well, thus the variation of R,,
within a small period of time can be neglectedfor a first
order analysis. Under theseassumptionsye needto de-
terminethe expectednumberof requestsat randompeers
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Figure 2. Expected effort(R,.:n1) for contact-
ing R,.ine distinct replicas.

in P-Grid, suchthatresponseés obtainedfrom R, ;.2 dis-
tinct replicasout of the R,,,, replicasonline. This problem
may be reducedto couponcollector’s problem[15], such
that R,,,;n2 couponsneedto be collectedout of R,,, pos-
sible coupons. Under the assumptiornthat all the online
replicasare equallylikely to be reachedwhich is guaran-
teed by P-Grid’s randomizedioad balancingconstruction
and routing algorithms, the expectednumberof requests
R,.in1 isthenafunctionof R,,, andR,,;n2, representeds
Rpint (Ron, Rmin2) requiredfor R,,;,2 distinctresponses,
andcanbeformalizedas(couponcollector's problem[15]):

Rminl (Ron; Rmin2) =
R, (HarmonicNumber(R,y,) —

- Rmz’nQ ) )

Figure 2 shavs the total expectednumberof P-Grid re-
questsR,,;n1 requiredto reachR,,;,»2 distinctreplicasout
of R,,, onlinereplicas.In thisexampleR,,,, is choserto be
20,andR,,,;,2 is variedbetweerD and20.

Given ary probability m of individual peersbeingma-
licious, the probability of successfullyforming a quorum
(andthussuccessfuluthentication)andthe probability of
a successfubDDOS attack(if maliciouspeersactindepen-
dently; whereeachof themreturnafalseinformation,or do
notreply atall) or successfullypersuadinganenquirerwith
a falseinformation (with all maliciouspeerscollaborating
togetherandthusreplyingthe samefalseinformation)may
be quantified asgivenbelow.

Probabilityof correctauthentication:

HarmonicNumber(R,y,

Rmin2

PC’orrectQuorum = §

i=Rmin3

Thisis the probability thata quorumof atleastR,,;,3 Cor-
rectrepliesareobtained.

Rmin‘ 1 ino—1
: 2) (1 _m)imRmum i

Probability of forming a quorum

1

0.8

0.6

Figure 3. Probability of successfull y forming
a quorum with varying percentage m of mali-
cious peers.

Probabilityof successfuattackgaselaboratedbove):

1- PCOTTCCtQuOTum

Rminz—1
Z (Rmzn2> (1 _ m)ijmmg_i
?

=0

PAttack =

Thisis the casewheresufficient correctrepliescouldnotbe
obtainedto form anappropriateR,,,;»,3 quorum.

Since peersare assigneda key spacein a completely
randomizedmannerin P-Grid’s constructionalgorithm, it
is unlikely thatall maliciousreplicascollaborateandthus
DDOS attacksare more likely than malicious peersbeing
ableto persuaden enquirerwith a falseinformationsuc-
cessfully

Below, in Figure3 we shav probability of successfully
forming a quorumof atleast11 matchingreplieswhere20
replicasareonline,andthuscanpossiblybecontactedThe
X-axis representshe percentagef maliciouspeers. The
probability of a successfuDDOS attackis complementary
to the probability of forming a quorum. As canbe seenin
thefigure,thereis aphasdransition,suchthatfor alow per
centageof maliciouspeers(in this example,if m < .25),
the probability of successfullyforming a quorumis close
to one,andwith increasingpercentag®f maliciouspeers,
performancealegradegapidly, suchthatsusceptibilityto at-
tacksincreasesThis exampledemonstratethatourmecha-
nism providesa quantifiableperformancdor providing au-
thenticationbeyond reasonabledoubtin a predominantly
well-beharing P2Psociety

5. Attacks

Bootstrap phase
The mostcommonattackduring the bootstrapphase
will be thata maliciousreplicainsertsa wrong tuple



locally insteadof insertingthe correcttuple,andsends
an updatemessagausing this falsetuple. By requir

ing a quorumat all well-behared peers(replicas)we

ensurehatin a predominantlywell-behaiing P2Pso-
ciety, thecorrectinformationis stored.

A variantof this attack(wherethe percentag®f ma-
licious usersis higher)will leadto a situationwhere
well-behared peerswill possiblyfail to form a quo-
rum, and then after timeout, the operationhasto be
abortedandrepeatedvith afreshly generateddentity.
Sinceroutingis randomizedijt is however likely that
severalrepeatedttemptawill leadto eventualsuccess.

The worst casewill be a group of malicious users
collaboratingtogetherwill carry on a successfulis-
tributeddenialof serviceattack(DDOS),i.e., they will
successfullyinserta wrong public key into the P-Grid
on behalfof a peerp’sidentity. In this casethepeerp
actuallyhasnothingto loose(sinceit is new, it hasno
reputationyet), andwill simply have to abandorthat
identity, andrestartwith a new one,or maybe,it will
beunableto join thesystem Philosophicallyspeaking,
it is notabadoptioneither sincemostmemberof the
systemhave to be maliciousand collaboratingin this
casesojoining maynotbea goodideaanyway.

Peer startup phase

If apeerhassuccessfullyegisteredtself, thenit hasits
correctpublic key registeredn P-Grid. Whenapeerp
rejoinsthe network, it hasto communicatewith other
peers,andp'’s identity will be authenticatedisingits
public key. Here, a possibleattackcanbe doneif a
peerp, queriesP-Grid to verify p's public key. Ma-
licious peersmay provide falseinformation, thustry-
ing to dery service. But with multiple queriesstart-
ing at randompeers(e.g., from peerp,’s routing ta-
ble), this attackcanbe thwarted, particularlybecause
gueriesareroutedrandomlyto differentreplicas.Thus
a quorum-baseduthenticatiorwill againwork in a
predominantlywell-behaved P2Psociety

Operational phase
Duringtheoperationaphasea peerp needso first au-
thenticatethe identity of anotherpeerp. by conduct-
ing queriesaboutp.’s public key. After authenticating
the identity, queriesrelatedto reputationinformation
can againbe madein a similar fashion. Also, after
concludingbusinessdigital signaturesnaybe usedas
proof, thusproviding non-repudiation Apart from at-
tacksduring insertor query operations as discussed
above,impersonatiorattacksmay alsobe attempted.

Impersonatioris preventedusingpublic key basedau-
thentication,but dependson the percentagef mali-
ciouspeersn thesystem.If asignificantpopulationof

P2P E-Commerce Platform

Authorization

Accountability:
Reputation/Trust Management

Authentication ‘ Non-repudiation Data Integrity Confidentiality

P2P Public Key Infrastructure

Figure 4. Layered model for P2P E-commer ce

peersare maliciousandthey all collaboratetogether
impersonatiorcan not be ruled out, aswasdiscussed
in theanalysig(Sectiord).

6. Enabling P2P E-commerce

In orderto enableP2Pe-commercét is essentiato pro-
vide security functionalities,mary of which canonly be
realizedif a PKI is available,for example: authentication,
confidentialityandtrust. Figure4 shovsthenecessarfunc-
tionalitieswhich all rely on a PKI in the context of our en-
visionedmodelfor P2Pe-commerce.

Authentication: Verification of the identity of a partici-
pant. Authenticationof anentity’s identity is typically
doneusingdigital signature which usesa public key
infrastructure(PKI). While other meansfor authenti-
cationexist, for exampleusername/passwd schemes,
we exclude such approachesn our discussionshe-
causeof their centralizedarchitectureand consequent
incompatibilitywith the P2Papproach.

Non-repudiation: To provide undeniableproof of ary op-
erationconductedy anentity, it is againnecessaryo
applydigital signatures.

Accountability: Past actions of participantsneedto be
taken into accountin the presentthus penalizingfor
pastmisbehaiour or rewarding for pastcompliance
with the (possiblyimplicit) rules. This is doneusing
reputationmanagementf peers. A P2Ptrust model
is provided in [3]. For this, it is essentialto have
reliable authenticationand non-repudiationschemes,
which themselesrely on areliablePKI.

Authorization Participantsmay decideto authorizeother
participantsto use certainresourcesfter having au-
thenticatedheir identity, and possiblyafter makinga
judgemenbn their trustworthiness.

Confidentiality and data integrity: Participantsin anac-
tivity may requireconfidentialityout of privacy con-



cernsor for preservingdigital rights. Messagaligest-
ing anddigital signaturecanbe employedto prevent
datacorruption. Thesein turn againrely on the exis-
tenceof a PKI.

Thesebasicsecurity servicesare neededo implement
ary E-commerceplatform (on top of a peerto-peernet-
work). In this sectionwe have shavn a layeredmodelto
integratethe PKI with otherserviceslike reputationman-
agementwork on which haspreviously beendone,where
peerreputationis alsomanagedn P-Grid[3]. Distributed
accesstructuressuchasP-Grid not only requireauthenti-
cation of peersfor reliability, but alsocansene asa new
meandor authenticationandprovide maintenancef other
resourcesand serviceslik e trust (reputation)information,
andthus be usedas platformsfor C2C commercein P2P
This intriguing combinationmotivatedus to comeup with
the decentralized?KI basedidentificationscheme. Addi-
tionally thisfits well with the P2Pdesignprincipleof avoid-
ing ary kind of centralizatioror specializedoles,andthus
we argue that our P-Grid basedPKI is an importantstep
towardsenablingE-commercen P2P

7. Relatedwork

Most of the work donein the contet of decentralized
PKI hasusedPGP[16] like web of trustmodels,trying to
exploit small-world certificategraphs[5], someof which
usescomputationallyintensive authenticatiormetrics[18].
We elaboratedhe drawvbacksin detail of suchapproaches
in Section2. We have thenadwcatedthe useof structured
P2Psystemskefficientsearches orderto employ a statisti-
cal or hybrid modelasameando realizereliablePKls,and
givena preliminaryanalysisto demonstratéhatit is possi-
bleto quantifytheprobabilisticguarantees quorumbased
techniquesunlike theweb of trustbasedapproaches.

To the bestof our knowledge,we have pioneeredn the
introductionof a layeredmodel capturingthe interdepen-
denciesof varioussecurity relatedissuesthat needto be
addresseth orderto enableE-commerceén P2P We have
outlinedhow othersecurityissueswill dependonandneed
anunderlyingPKI. For example,work donein the context
of decentralizedrustmanagemen{{3], Poblano[6]) often
assumean extrinsic mechanisnfor authenticationanddo
not clearlyaddresghe essentialssuesof identificationand
non-repudiationywhich is essentiafor ary reputationman-
agementscheme. Our model formalizesthesedependen-
cies,andthusprovidesa betterunderstandingsto how to
implementfuture P2PE-commercesystems.

OurproposediecentralizedKl is genericandin princi-
ple our approachcouldalsowork ontop of otherstructured
P2PsystemsHowever, carefulanalysiss requiredfor each
of thesesystemso judgetheir suitability. For example,our

approachwould not work with the existing featuressup-

portedby CAN [17] or Chord[19] because¢hey donotpro-

vide explicit statementen the managementf replicasand

do not addresgheissueof updateswhichis very essential
for our PKI to work. Freenef8, 7] may sene asa possi-
ble platform but would againrequirea detailedanalysisas

to whetheiits modelcanprovide sufficientguaranteesspe-
cially with respecto updatepropagatiorto cachedcopies
of information.

8. Conclusion

In this paperwe adwcatedthe needof a distributed PKI
for P2Psystemsand presentedur approachbasedon the
efficientsearchmechanisnprovidedby structuredP2Psys-
temssuchasP-Grid. While in anunstructuredP2Psystem
like Gnutella,web of trustis the only availableoption, the
schemads inherentlyinefficientandad-hoc.lt is difficult to
give probabilisticor ary otherquantificationof the perfor-
manceandcostof this approachln comparisonthe statis-
tical approachwe employ hasvariousadvantagesit helps
to sharethe effort (unlike in webof trustwhereeffort is not
shared) haslow lateny and guaranteedesult (unlike the
caseof trying to establishaweb of trustby conductingran-
domwalks on a trust graph),and providesmathematically
provableguaranteesWe also provided argumentsproving
thatour approachs resistanto variouskindsof attacks.

Despite several advantagesof the statisticalapproach,
the fact remainsthat the web of trust approachss already
in existence,andhenceit is our belief that future systems
will typically employ a hybrid versionof the web of trust
andstatisticalapproachefor maintainingPKils. In fact,the
routing in P-Grid itself may be thoughtto be very similar
to traversalin trustgraphsmoreefficiently. The modifica-
tion to incorporateweb-of-trustapproachwill beto weigh
the routing referencest peersaccordingto local trust on
otherpeers. The work presentecheresenesasa stepping
stonetowardsa hybridizedversion,whereweb-of-trustap-
proachesisingefficient P2Psearctstructuresvould be ef-
ficientaswell asreliable.

Our work on identity managemensolely by the partic-
ipating peersratherthanrelying on trustedthird partiesis
a steptowardsenablinge-commercen a totally P2Pway.
To that end we have also describeda layered model for
enablingE-commerce.It pavesway to supportother ser
viceslik e reputationmanagemenapartfrom ensuringreli-
ablefunctioningof the P2Psystemitself.

Ourwork canpossiblybe appliedin domainsotherthan
C2CE-commercearticularlythatof theemepgingwebser
vices arena. Eachsuchservicemay be consideredas an
“entity” or “peer” which cooperatén a P2Pway. Thenser
vice discovery [13], aswell askeepingtrack of quality and
integrity of suchservicesmaybeachiesedin a completely



decentralizednanneythusopeninga vistaof new opportu-
nities, particularlybecauseven“small players’canpartic-
ipatein suchanopenP2Psociety
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